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Abstract

For MIMO stochastic adaptive control systems with quadratic loss func-
tion with weighting el for control u this paper considers the exchangea-

bility of “lim” with “inf limsup” and establishes that the minimal value of
e->0 U n—>-oo

the quadratic loss function tends to the minimal tracking error as &0,

1. Description of the system

We consider the stochastic system described by
A(2)Yns 1 = B, + C(2)w, (1)
where y,, 4, and w, denote the m—output, l—input and m—driven
noise respectively, A(z), B(z) and C(2) are matrix polynomials in

shift-back operator z

A@E)=I+Az+ -+ A" (2)
B(z) =B, + B,z + - Bgz®! (3)
C(z)y=I+Cz+..-+C,z" (4)

with unknown coefficient
9 =C—A,-—A,B,,Bg,C,---C,)
Let the driven noise be a mds {w,,F,}- with properties
sup E{lw,. ., |2/F .} <o (5)
7

and —Li ul'-w;.r —>R>0. a,s, (6)
Mni=1

The stochastic adaptive LQ control problem consists in simul

taneously identifying the unknown # and minimizing the loss function
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limsup J,(u), where
n

/,<u>=—1—i Clyi=4) 70, (g, —y*) +uT0,u,), (7)

i=1
where 0,>0,0,>0, {y*¥} is a bounded deterministic reference signal
and where the control u, at time i is required to depend on {u;,7<J,
Vi k<i} only,
2. Statement of the Problem
Let PPD=H'Q,H be any decomposition of H'Q,H with

H=rI 0---0 ml}m (8)
R e
ms
and set
— I
Ao T 00 B, :
A= : I s, B= : , C= :l , S=max(p,q,r+1)
-4, 0 0.0 B, c,_,
(9)
and A;=0, By=0, C,=0 for i>p,j>q,k>r,

Condition A. The triple (4,B,D) is controllable and observable.
It is well known (1) that under condition A the Riccati equation
S=A"SA-A"SB(Q, + B'SB) " 'B"SA+ H*Q,H (10)
has an unique positive definite solution $>0 in the class of non—nega-
tive definite matrices and the matrix
F=A-B(Q,+B'SB) 'B'SA (11)
is stable.
It is shown in(2,3) tha_lt

inf limsup J,(u) =tr SCRC”+1imsup—1-"21Ey;'TQ,y;.‘

u n—»o0 n—eoco Mi=l
- br+|B(Oz+BTSB)-IBrb;¢1], (12)
where
b=~ BFHOwl, =Fb,, -HOy!  (13)

For the special case Q,=1I and Q, =¢l we rewrite J,(x) as

1 n
Ty =—2 Clg;i—yrl* +efu |, (14)
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The above mentioned results say that

inf limsup J& () =1r S°CRC™ + limsup —1—"21 dlyr i
#ucU nw»oo n-—»00 ni-=1

~bs, B(el+B'S°B)™1 Bbr, ) (15)
where S° is defined by (10) with Q,,Q, replaced by I and el respe-

ctively and b¢ is defined by (13 ) with F replaced by

F,=A-B(el+ B'S°B)"'B*S‘A (16)
On the other hand, the following performance
limsup J (1) =limsup L 5.; ly, —yt|? (17)
n-»00 n-e,co Ri=1

corresponds to the stochastic adaptive tracking problem for which from

(4],053,(6]) we know that
inf limsup JJ(w)=tr R, (18)

u n—» 00
It is natural to ask if the limit passage holds true, i.e. if

1lim inf limsup Ji(x) =inf limsup J&(uw) ¢ (19)
e>»0) u n—>»o0 U n—»o0

We note that the right—hand side of (15) greatly differs from
that of(18)and the optimal stochastic adaptive controls for tracking and

for quadratic loss function are structurally different from each other.
3. Main Result
Theorem Assume that 1=m, Condition A is satisfied and B(z) is
stable with B, being of full rank. Then
191
lim [tr §* CRC+ limsup —'3 (Ju* IP
i=1

e—=+»(0 n—»o0
-bst, B(eI+BTSfB)'1B“‘b,-‘H)]=tr Rk, (20)

i. e. (19)is valid.
Proof It is well—known(1] that for the deterministic system

Xpay =Ax,,+ Buk

with performance index

7.(u) = }_'j‘o (" H" Hx, +uTeu,)
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the minimum value of J, (%) is min J (u)= xIS8%,, From this we see
u

that as >0, S non-—increasingly converges to a finite limit S°

St—>8°=0

es 0 (21)
By the matrix inverse formula
(§S"*+BR"'B")"*=S-SB(R+B'SB)"'B'S
we can rewrite (10) with Q,=1,0,=¢l as
S =AT((S) '+ Be'B) A+ H'H, (22)
From this we find that
B S*B=B'H'HB = BT B,>0 Ve>0
hence B'S°B=BTB,>0 and
IS"B(el + B'S'B)"'B'S" — S'B(B'S*B) !B’ S| ~=>0 (23)
e—>0
Letting e==»0 in (22) and noticing (21), (23) we obtain
§9=A"S°A- A*S°B(B'S°B) 'B'SYA+ H'H (24)
It is easy to verify that H'H satisfies equation ( 24 ) and
(S°-H'H) = (A+BL°) (S* ~H'H)(A+ BL*) (25)

where
Lo= — (B'H'HB) 'B'S%A,
L*= —(B'H'HB) 'B'H'HA~ — { B;10---04],
Then we have

S°—H’H:(A+BL°)”(S°—HTH(A+BL*)", Ma>1 (26)
we note that

B,

A+BL*=A-| : |[C B;'0.--0),
B,

( 0 0 0 0

BzBfle—Az,—BzB;’,]-n 0

A= : : .ot 27
. 27)

\B, Bi'A, - A, =B, B:1,0--- 0

and



The Limit Passace in the Stochastic Adaptive

No,1 1.Q Control Problem 55
, ~B,B:' I 00
det(Al - (A+ BL*)) = A"det | AT - ) !
~B, B;! 0+ 0

= A*det(V""*I+ A*"*B,Bi'+--B, B;")
=det Bj'A"det(A""!B;+A'""*B,+---+B,).

By Condition A from this we know that A+ BL* is stable and hence
fitA+ BL*)"[[=0(y"), for some y€(0,1)

What we can say for A+ BL® is that all its eigenvalues are less
than or equal to 1, since A- B(el+ B78*B) 1B?'§°4 is stable for any
e>0, Then||(A+BL®)"|=0(a™),

Therefore, from ( 26 ) we assert

IS°-H H||=0(n")0(y") => 0

n-»00
and

SO=H*H, L*=L° (28)
Thus, tr S®CRCT==p trR. So to complete the proof we only need to

&0
show that the second term in left—hand side of (20 ) tends to 0 as
st (,i. €. ’

lim limsup—l-z':oclly? §2 —bel, B(el+B'S*B)™!B7b:,,3=0 (29)

g0 n-»oo MNi=

Since stable matrices F, converge to a stable matrix A+ BL® as

s—>0, the series f} |Fi* H7|| uniformly converges in ¢ belonging to
R

some interval £E([0,a) with @ small. Then noticing H(A+BL")=0

from ( 27 ), we obtain from (13) that

sup I[b?;l—H'y?+1"=§up" pX Fel'r'ny:-‘erl"'—"O
120 =0 /! e—>0

and hence

sup lyt¥ y¥—bi% Bl + B'S"B) ' B bt || =suply!’
1220 1=

«(I- HB(el + B°S°B) ' B'H") y* + y* "HB(el + B'S°B)~!
« B'H7y?* - bs% , B(el + B'S°B) *B bt , |0

which implies (29).
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4, Conclusions and Further Comments

In this short paper we have shown the continuity of minimal va-
lues of the quadratic loss function for stochastic adaptive control sys-
tems as the weighting matrix €I for control goes to zero. However, it
is still opemn, if the optimal adaptive control itself converges in some
sense, [urther, if this is the case, does the optimal adaptive LQ con-
trol tend to the optimal adaptive tiracking control as e—»0? Since the
minimal value of the quadratic loss function is the same for both
adaptive and non-adaptive control systems, the above mentioned

questions also arise for systems with known 6,
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