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Abstract— This paper considers adaptive identification and
prediction problems for stochastic dynamical systems with sat-
urated output observations, which arise from various problems
in science and technology as well as in social and economic
systems. A new adaptive algorithm is introduced, which avoids
the projection operators used in the related existing work.
More importantly, unlike most previous works that require
independent and identically distributed conditions as well as
bounded conditions on system signals, it is shown that the
global convergence of the average regret and strong consistency
of the parameter estimates can be established under possibly
unbounded, correlated, and non-stationary signal conditions. A
numerical example is also given to illustrate the effectiveness
of the proposed adaptive algorithm.

I. INTRODUCTION

The identification of input-output relationships and the
prediction of future behaviors of dynamic systems using
observation data are fundamental problems in science and
technology. Significant advances have been achieved in con-
trol systems, signal processing, statistics, machine learning,
and related fields. In this work, we focus on the identification
and prediction of stochastic dynamical systems with satu-
rated output observation data, which are motivated by wide
applications in engineering ([1][3]), economics ([2]-[5]), and
even judicial systems ([6]). To be specific, we consider the
following nonlinear stochastic system for k£ > 0:

Vi1 = O 0 +exrr,  Ska1 = Sk(Ver1)s )]

where 6 € #™ is an unknown parameter vector to be
estimated; ¢ € Z™, yi11 € X, ki1 € X, ej1 € X represent
the system stochastic regressor, output, output observation,
and random noise, respectively. Sx(-) : Z — Z is a time-
varying saturation function defined as follows:

Ly x<l
Sk(x): X lkgxguk 3 k:(),l,"'. (2)
Ue x>uy

At each time, the noise-corrupted output can be observed
precisely only if its value lies in a certain range [l, uz]. How-
ever, if the output value exceeds this range, the observation
becomes saturated, leading to imprecise information denoted
by Ly or Uy.
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Unlike the traditional offline identification method in
statistics and machine learning, where independent and
identically distributed (i.i.d) conditions on regressors are
usually needed for the strong consistency of the algorithms
([71-[9]), a prominent feature of control-oriented adaptive
identification is that the signals or data used for parameter
estimation are no longer satisfy the i.i.d condition once feed-
back signals are chosen as the system inputs, thus requiring
general data conditions that should include non-independent
and non-stationary conditions in general. For traditional
linear stochastic systems, the convergence of the classical
least squares (LS) and its adaptive prediction performance
under nonstationary and non-independent conditions have
been extensively studied in a vast literature ([17]-[24]), and
successfully applied in the well-known LS-based self-tuning
regulators ([22], [25]).

Recently, several identification algorithms have been intro-
duced for stochastic regression models under both saturated
observations and general data conditions. For example, the
empirical measure approach was applied in [10]-[11], and
strong consistency was established under periodic signals.
Some stochastic approximation-type algorithms were pro-
duced in [12]-[14] under a kind of deterministic persistence
of excitation (PE) conditions. In our recent works [15] and
[16], we established the global convergence of a projected
second-order algorithm under a general and weakest possi-
ble non-PE condition, without requiring independence and
stationary conditions.

Though the above work has made significant progress
in weakening the traditional i.i.d assumptions on the data,
most of the results mentioned above require the boundedness
condition on the system signals. While the boundedness
assumption greatly simplifies the performance analysis of the
nonlinear adaptive algorithms, it also limits the application
of these algorithms to more general stochastic systems since,
for example, the standard Gaussian signals are not bounded
in sample paths. In this paper, we introduce a new adaptive
algorithm and prove its global convergence for possibly
unbounded, nonstationary, and non-independent data. We
also prove the global convergence of the averaged adaptive
prediction regret without any excitation conditions. This
work is a generalization of the recent work [16], where the
system signals were required to be bounded in sample paths
and the adaptive algorithms are designed by resorting to
projection. Hence, this work is a significant extension to the
previous works in at least three aspects: it has expanded the
applicability condition on the system signals, has weakened
the parameter set from convex compact to only boundedness,
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and has simplified the computational complexity of the
algorithm.

The rest of the paper is organized as follows: We will
first introduce some preliminary notations and assumptions
in Section II. The new adaptive algorithm and the global
convergence results will be presented in Subsection III. A
and Subsection IIL.B, respectively. The proofs of the main
results will be given in Section IV. A numerical example will
be provided in Section V. Some concluding remarks will be
given in Section VI.

II. NOTATIONS AND ASSUMPTIONS

Notations. We use || -|| to represent the Euclidean norm for
vectors or matrices. The maximum and minimum eigenvalues
of a matrix M is denoted by A,q {M} and A, {M}, respec-
tively. Additionally, we use a.s. to signify “almost surely.”

To carry out our theoretical analyses, we need the follow-
ing basic assumptions:

Assumption I: The  stochastic  regressor ¢  is
Fr—measurable for all k > 0, where {%;,k>0} is a
non-decreasing sequence of o —algebras. Besides, the true
parameter 6 belongs to a known bounded set D C R™.

Assumption 2: The thresholds {Ly, %}, {Uk, %},
{lg, #}, {ur, %} are known adapted stochastic sequences,
satisfying

h—c<Li <L <uy Uy <u+c, as., 3)

where ¢ is a random variable.
Assumption 3: The noise {ey,.-Z} is a martingale differ-
ence sequence, and there exists a constant 17 > 2, such that

SupE [|ex1|" | P < oo, a.s. 4)
k>0

Besides, the function Gi(x), defined by Gi(x) =
E[Sk(x+ exs1) | Fi] is twice differentiable and its derivative
G, (-) satisfies

0< inf

G (x) <
x| <M k=0 ex) <

sup  Gi(x) <o, (5)
x| <M k>0
for any M > 0.

Remark 1: 1t is evident that if the noise e; is independent
with the o—algebra .%; 1 and follows an identical normal
distribution as previously assumed (see, e.g., [13]), then the
condition (5) in Assumption 3 will be satisfied.

III. MAIN RESULTS
A. Algorithm

Motivated by the analysis of the classical LS recursive
algorithm, a second-order algorithm was introduced in [16]
for parameter estimation in stochastic regression models with
binary-valued observations. However, due to the inherent
challenge of ensuring boundedness in the classical LS,
the algorithm presented in [16] incorporates a projection
operator to guarantee the boundedness of the estimates. This
approach increases the algorithm’s complexity and makes the
computation speed unsatisfactory in practical calculations. To
overcome this limitation, we drew inspiration from the self-
convergence property of the weighted least squares algorithm

for linear stochastic systems (see, [26]) and designed a new
adaptive algorithm without using the projection operator. For
simplicity of notation, denote
= 1nf G, (x)
W< |9k | (B(D)+1|6x 1)
G= s G,
Il <[l (B(D)+110l)

, D is defined in Assumption 1. Our

(6)

where B(D) =

new adaptive 1dent1ﬁcat10n algorithm is defined as follows:
Algorithm 1:

O1 = O + aeBiPefi[si1 — G (98 61)), @)
Pes1 = P — BEaxPedu ) P, ®)
1
=, 9
i+ BLO Pegn ©)
By = min{g,, ——t——1, (10)

28007 Pdi+ 1
where 6 is the estimate of 6 at time k; Gy is defined in
Assumption 3; the initial value 6y can be chosen arbitrarily
in D; Py > 0 can also be chosen arbitrarily; {u} is the
weighting sequence defined by

p = (log(re + 1), re= 1Ry +Z o, an
where 0 > 0 can be chosen arbitrarily.
Furthermore, we have
E(es1 | Fi) = 67, (12)

which represents the best prediction for y; | given .% in the
mean square sense. By substituting the unknown parameter 6
in (12) with its estimate 6, we can derive a natural adaptive
predictor for y; as follows:

Pii1 = 0 . (13)

Typically, the discrepancy between the best prediction and
the adaptive prediction can be considered as regret, denoted
as Ry, which is given by:

R =[E(kt1 | F) (14)

In this paper, we will prove that the average regret %ZZZI Ry
converges to 0, which will be useful in adaptive control.

a 12
—Yk+1] .

B. Global convergence results

To give the main theorems, we first establish the following
lemma:

Lemma 1: Let Assumptions 1-3 be satisfied. Then the
parameter estimate given by Algorithm 1 has the following
property as n — oo:

001 Py n+1+z ﬁk (6 o) =0(1). (15)

Theorem 1: Consider the Algorlthm 1 under Assumptions
1-3. If there exists a ¢ > 2 such that

Y lel|* = O(n), as.,
k=1

(16)
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then the sample paths of the average regrets will have the
following property as n — oo:

n
Y Ri=o(n), as.
k=0

where Ry is defined by Ry = (Elyi+1 | Zi] —}A)k+1)2.

Remark 2: We remark that from Theorem 1, the sample
paths of the average regrets converge to 0 without any
excitation conditions on system signals and this result does
not require the boundedness of system signals, making it
convenient to apply in feedback control systems.

Theorem 2: Under Assumptions 1-3, the estimator ék
given by the Algorithm 1 has the following upper bound
almost surely as k — oo:

a7)

||ék+12=0< ) a.s. (18)
mm{ +1}
where 6, = 6 — 6.
Remark 3: Since p; = (logr)'+9 for some 8 > 0, we then
have
B ¢l Pi ¥i%i . —1 C 24 4T
Amin{Fy ‘1‘2 b= Mln{Po +Y) Beoio’}
Hn i=1
(19)
Hence by Theorem 1, we have
B 1 1+6
8o =0 (ogru) 7 as, 850,
A'mln{P +Z 1B ¢l¢ }
(20)

This error bound is weaker than the result in [16], where (20)
holds with 6 = 0. However, by equation (18) and the fact
that Ay {P1:+l1} is increasing, the current algorithm naturally
guarantees the boundedness of the parameter estimates, a
property that is important for the convergence analysis of
the adaptive regret later. In [16], the boundedness of the
estimation is guaranteed by a projection operator. Thus for
some large-scale systems, the current algorithm avoids the
complex projection operation in [16].

Corollary 1: Let the conditions of Theorem 1 be satisfied.
If the PE condition is satisfied, i.e.

= O(ﬂ'min{‘r')(;1 +Zn:¢i¢iT}), a.s.,
i=0

then we have

5 lo 146
16,]> = 0(=%

IV. PROOF OF MAIN RESULTS

To prove the main results, we need the following lemma.
Lemma 2: ([24]). Let {f,,-Z,} be an adapted sequence
and {w,,.%,} a martingale difference sequence. If

Y| F] < oo as.

), a.s. 21

SupE[|wy+1] (22)

for some o € (0,2], then as n — oo

Y fiwier = O(sa () log & 1 (s2 () +€)) a.s., ¥ >0, (23)
i=0

where 1
n «
= (Y15 (24)
i=0
A. Proof of Lemma 1.
For convenience, let
Wi = Gi(] 0) — G (@) 61), 25)
Wit = skt — Gi(97 0).

By Assumption 3, we have E[wy | %]
and we will prove that

=0 for any k > 0,

supE[|we1 |21 | A < (26)
k>0
We note that by Assumption 2,
[Sk(0 6 +exi1) = Se(9f )| < e +2c.  (27)

From (27), we have

E[|Sk(9/ 0 +exr1) —E[Sk(df 0 +exir) | Fel P | Fil
=O(E[|Sc(¢{ 0 +exs1) —Sc(9f 0)*" | )
+O(E[|Sk(¢/ 8) —E[Sk(¢{ 0 +ex1) | Fil|* | F))

=0(Elle+1 > | 7).

(28)
Thus, by Assumption 3, (26) is obtained.

Now, drawing inspiration from the analysis of classical
least-squares in linear stochastic regression models (see
e.g., [18], [19], [22]), we consider the following stochastic
Lyapunov function: V; = 6P, '6,. By Algorithm 1 , we
know that

=6/ P\ 0k — 2a; Bc6] P\ Pon i
+aiBiv] ¢1<T PP P
+2a; B W) PP Pediowii

- zakﬁk(bk Py k+19ka+1

+ i Biwiy 1 O PPy P

Let us now analyze the right-hand-side (RHS) of (29) term
by term. From (8)-(9), we know that

Vier1

(29)

6 P\ 6 =6 P ek+ﬁ £ 07 ooy Ok (30)
Moreover, by (8) again, we know that
k+1P ki
=a; <1+ 5k¢k¢kTPk> O 31)
=y ( LB ¢kT Pk(bk) Ly
H
Hence, we have
PO P\ Pedi v
_ Begr ek v > ﬁ,; (@790, (32)
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Similarly, by (31),

“kﬁk ‘Pk By k+1Pk¢k‘I/k

(33)
fakﬁ*%TPkd)kllfk < akﬁgk% P (6 o) i

where g, is defined in (6). Now, substituting (30), (32) and
(33) into (29) we get

Br

Vi1 <6 P16 — (m _akﬁgk¢k Peoy) 6/ o

2

+2ay ﬁi Vi Perwir 1 (34)

- 2&451? Okwit1
M
B rp, o
+ar— O PPy
Hy

Notice that by the definition of B, we have a; B2, 9; P <
%, thus we can obtain

(& —a s gk¢k Peoy) 6/ dr i

My (35)

>ﬁ<*T¢ = o RCERE

o

By (35) and summing up both sides of (34) from 0 to n, we
have

n 2
19 _ ﬁik
Zzﬂk

k=0

Va1 <60 P, (6 o)

- Z 2 “ Ol Gewisr + Z ZakEWk¢k PeGrwit1
k=0 Hk = Mk

[32
+ Z ar = Powi -
=0 Mk

(36)
We now analyze the last three terms in (36) which are related
to the martingale difference sequence {wy,-Z;}.

Denote

2 2

Also, by Lemma 2 again, we know that

n

ﬁ -
kgb l»Ti(PkT Bk Wit
(39)

Gk o) ) O(1) as. Ve>0

As for the last term of right side of (36), a similar analysis
as Remark 2 in [26] gives

Y akﬁ’}i‘i’krpkq)k =0(1). (40)
k=0

Moreover, from C,—inequality and Lyapunov inequality, we
have for every 8 € (2,min(n,4)],

)
supE [|w%+1 —E[wi | 7] |f/‘k} <eo, as.  (41)

J
Denote A, = (Xr_, (ak%@z Pk¢k> 2)%, by Lemma 2 and
letting ¢ =2, we get

Y ak&¢I<TPk¢k {wir1 —EWey | Zd}
k=0 Hi

42)
=0 (A,, logs € (A, +e)) =0(1), as. Ve>0

where the last equality is from (40). Hence, from (40) and
(42)
- B
Y ac= o Pegywiy,
k=0 i

<y akﬁ’;@?m»k (2,1 —Ep2,, | F) “3)
k=0

iy akfp{mmwzﬂ | Zd=0(1), as.
k=0

Substituting (38), (39) and (43) into (36) we finally obtain
(15).
B. Proof of Theorem 2.

We note that

~ 1 B;
Sp = <ak¢TPk¢k) ]2 (37
k;) N k zfmm{ +1} H9n+1 ||2 <8 n+16n+la (44)
then Theorem 2 follows from Lemma 1 immediately.
By (31) and Lemma 2, we have
C. Proof of Theorem 1.
From Theorem 2, {||6]|,k > 0} is bounded almost
I Zzak*Wk‘Pk Pepewis | surely. Let B be the upper bound of ||6], i.e., ||6i] < B
e for every k > 0. For every t € RT, define the function
=0 (Sn10g7 (S, +€)> (38) g(t) = _inf G,(x), 3() = sup Gy (x),
. - |x[<t(B+B(D)),k=0 x| <t(B+B(D)) k>0
i U .
—0 Z ﬁi (87 9)% | +0(1), as. Ve>o. and f(t) = min(g(z) , W). From Assumption 3, we
=0 Hk can easily find f(-) is a non-increasing and positive function.
Besides, we have for every k > 0,
2
where we have used the fact that ak%gmk Py < 2uk' FUloel) < Be- (45)
5793

Authorized licensed use limited to: CAS Academy of Mathematics & Systems Science. Downloaded on May 09,2025 at 02:08:01 UTC from IEEE Xplore. Restrictions apply.



From (45) and (15), we have

Y (FUI0dD)* (94 66)* = O(ui) = O(log' k), a.s. (46)
k=0
If }L@Qf(t) > v>0, we will have
Z Ry = Z o 67 =0(log'*°n), as., (47
=0
otherwise, we will have
tli_)rgf(t) = (48)
In this case, let
h(s) =inf{r > 0: f(r) =s}, s€{f(r):t >0}, (49)

we also have h(-) is a non-increasing function. Besides, by

AW .. . fo _
(48) and the fact that f(-) is positive, we have klf;h(m) =

oo, a.s., where fy is a positive number such that h(fy) > 0.
Thus, for every 0 < ¥ < 1, we can obtain

=

TA \2
(96 8L (o2 <s26m)

k=1
€
SHCCAANIPRES UL I
= {loli=h(75)} = &= h(\/%)
2+¢ 1- 2t
2 ” ace ’
=0 Z ||¢k”a Z h = a (2+¢)
k=1 f
—O(nZTTS)O(na 0678)20(11), s, V0<e<a-2,

By (45) and (54), we can obtain
1 n B
V= () B0 Tyag <y + Py ')V
k=1

1 n
szf(Z P09 Ty <any +Bo v

Z oty +

P 1

) W= ZV 00y VIo, |50y

> (M )[ Amin{ fz 7t Z oy } — MO‘ Y= Z [10x/1]
(55
Let M be sufficiently large, we can easily obtain that
n
= 0(min{ ). BEOKO( +F5 '), as (56)
k=1

Hence, (21) is obtained from (56) and (20).
V. NUMERICAL SIMULATION

In this section, we give an example to illustrate and
demonstrate the theoretical results obtained in this paper.
Consider the model (1) —(2) with [y =Lz =0 and uy = U =
15 for k > 0. The regressors {¢}(m =15) and observations
{sk+1} are generated by the following dynamical system

model: s s
kt1 =A@+ uy
57
{ Siel = Se(@f 0+erqr) G7
The input u; = (u,(cl), e ,u,(cs)), where u,(cj ) are independent

with the distribution )’ ~ N(0,1) for any k > 0 and i =
-,5. The state matrix A = diag[0.3,0.2,0.1,0.4,0.7],

(50)  the parameter = [—1.2,0.5,1,—0.5,1.5)7, and the noise
where I, is the indicator function, defined by sequence {ex} is i.i.d with normal distribution N (0, 1). Let
¢o =0, it can be verified that the independence of regressors
Iy = { A AC (51) is not satisfied. Besides, the boundedness of regressor ¢ is
0 weA also not satisfied since u; is unbounded. Moreover, we can
Moreover, easily verify that n = O(Amin{ ¥ BZ0x9{}). Fig. 1 shows
k=0
E(‘i’k AR
k7 45 -
Z (llexl)) (7 6x)* f2 Flloa2zkry  (52) ]
; 257" : :
<Y (1007 8% 5 = on),  as. .
k=0 fo _
Consequently, we have o
n n - 2 0 500 1000 15’:}() 10.(.70 2:00 3000
Y Ri=Y (6 6)> =0(n), as. (53)
k=0 k=0 Fig. 1. A trajectory of %ZL[Rk
D. Proof of Corollary 1.
n
For every ||v|| =1, M > 0, we have the trajectory of % Y Ry, which converges to 0 by Theorem
k=0
J 1. For the parameter estimation, the estimate error |6, ||
T T > n
V= 1 v 2
n<z O {H‘P"H>M}) will convergent to O with the convergence rate O (10ng
n H¢k||0! (54) by Corollary 1,which is verified by the boundedness of the
Z’ ¢kH Lgui>ary < Z trajectory of % in Fig. 2.
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VI. CONCLUSIONS

In this paper, we have introduced a new adaptive algorithm
for stochastic systems with saturated output observations.
The global convergence of the parameter estimates has been
established under possibly unbounded, non-independent, and
nonstationary conditions on regression signals. Moreover, the
averaged regret of adaptive predictors has also been shown
to converge to O for possibly unbounded regressors without
requiring any excitation conditions. These results make it
possible for our theory to be applicable to feedback control
systems and lay a foundation for possible generalization to
related identification problems. For further exploration, sev-
eral challenges still need to be addressed, for example, how
to solve adapted control problems with saturated observations
in stochastic dynamical control systems, and how to establish
global convergence for adaptive estimation algorithms in
more complex stochastic nonlinear models such as multi-
layer neural networks, among others.
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