
0018-9286 (c) 2018 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TAC.2019.2893150, IEEE
Transactions on Automatic Control

1

Controllability of Nash Equilibrium in Game-Based
Control Systems

Ren-Ren Zhang and Lei Guo, Fellow, IEEE

Abstract—Controlling complex systems to desired states is of
primary importance in science and engineering. In the classical
control framework, the plants to be controlled usually do not
have their own payoff or objective functions, however, this is
not the case in many practical situations in, for examples, social,
economic, and “intelligent” engineering systems. This motivates
our introduction of the game-based control system (GBCS), which
has a hierarchical decision-making structure: one regulator and
multiple agents. The regulator is regarded as the global controller
that makes decision first, and then the agents try to optimize
their respective objective functions to reach a possible Nash
equilibrium as a result of non-cooperative dynamic game. A
fundamental issue in GBCS is: Is it possible for the regulator
to change the macro-states by regulating the Nash equilibrium
formed by the agents at the lower level? This leads to the
investigation of controllability of Nash equilibrium of GBCS. In
this paper, we will first formulate this new problem in general
nonlinear framework, and then focus on linear systems. Some
explicit necessary and sufficient algebraic conditions on the
controllability of Nash equilibrium are given for linear GBCS,
by solving the controllability problem of the associated forward
and backward dynamic equations, which is a key technical issue
and has rarely been explored in the literature.

Index Terms—Non-cooperative differential games, hierarchical
structure, Nash equilibrium, controllability, maximum principle.

I. INTRODUCTION

IN the traditional control theoretical framework, the plants
to be controlled are usually modelled by physical laws,

which do not have their own payoff or objective functions,
such as the control of a car, an air plane, and an industrial
process, etc. However, this may well not be the situation
in many practical systems such as social, economic and the
now rapidly developing “intelligent” engineering systems [1]-
[4]. The common characteristic of these systems is that the
objects to be controlled involve multiple active agents whose
behaviors are not only driven by physical laws, but also by
their own interests or willingness, which may not be the same
as the global control objective.

One example comes from the demand response management
(DRM) system of the smart grid (see, e.g., [5]-[6]), which
can effectively reduce the cost of power generation and users,
and can balance the demand and supply in the power market
through real-time pricing. In the DRM system, the utility
companies (UCs) are interested in maximizing their benefits
by setting the prices in a finite time period, and the end-users
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will correspondingly maximize their benefits by choosing the
amount of power supplied by UCs. Hence, the UCs can be
regarded as active agents who play a non-cooperative price
selection game, while the market regulator may apply some
macro-policies including pricing policy, to the DRM system
to achieve some macro-goals such as participation incentives
and dangerous emissions reduction. In this case, the regulator
is faced with controlling the DRM system consisting of active
agents whose behaviors are driven by their own interests, and
the goals of the regulator may well be different from that of
the agents.

Many other examples exist widely in social, economic
and engineering systems. Moreover, many problems that are
previously investigated by using the game theoretic framework
may also be investigated by introducing a higher level regula-
tor to induce the Nash equilibrium to a desired one. These
include distributed game theoretic control [7]-[9], coverage
optimization problem for mobile sensors [10], team formation
control [11]-[12], intelligent transportation system [13], eco-
logical systems [14]-[15], and multi-phase systems in chemical
engineering [16], among others.

In all the above-mentioned systems, the objects to be
regulated involve multiple active agents whose behaviors are
driven by their own interests or willingness which are in-
terdependent and may conflict with each other, resulting in
strategic behaviors of the agents to pursue their own interests.
If the strategic behaviors of the agents involved are ignored,
the system dynamics may be seriously distorted and lead
to some misunderstandings, see, e.g. [4] and [17]. Hence,
it turns out to be necessary to incorporate game theoretical
methods in the modeling of such control systems. This leads
to the introduction and investigation of the game-based control
system (GBCS), which has a hierarchical decision-making
structure: one regulator and multiple agents. The regulator
is regarded as the global controller and makes decision first,
and then the agents try to optimize their respective objective
functions to reach a possible Nash equilibrium as a result of
non-cooperative dynamic game. We will delineate the details
of GBCS in Section II. To the best of our knowledge, the first
attempt devoted to the introduction and investigation of GBCS
was given in [18] and [19].

The main contributions of this paper are as follows. First,
we formulate the general game-based control system (GBCS)
as a two-level hierarchical structure, where the lower level is a
noncooperative differential game among multiple agents, and
the higher level is a macro-regulator which can intervene in
the lower level differential game to achieve a desire macro-
state. This framework has broad practical background, and
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is different from both the classical game theory and the
classical control theory. Second, some explicit necessary and
sufficient algebraic conditions on the controllability of the
Nash equilibrium are obtained for general linear time-varying
GBCS, by solving the controllability problem of the associated
forward-backward dynamic equations. This is a key technical
difficulty of the current paper, which makes our analysis quite
different from that in the classical theory.

The remainder of this paper is organized as follows. In sec-
tion II, we introduce the game-based control systems (GBCS)
together with some related concepts and examples. Section
III gives the complete solution to the controllability study of
linear GBCS. The proofs of theorems are given in section IV.
Section V concludes the paper with some remarks.

II. PROBLEM FORMULATION

In this section, we will first give a general nonlinear
framework of GBCS, and then introduce the concept of
controllability of GBCS, followed by two illustrative examples
where the structure applies.

First, we introduce some notations to be used throughout
this paper. All vectors are column vectors. The identity matrix
of size m ×m is denoted by Im and the null matrix of size
m × n is denoted by 0m×n (or 0m if m = n). For a matrix
A, the operator rank{A} means the rank of A, AT denotes
the transposition of A, Im{A} represents the image space of
A and Λ(A) denotes the set of all eigenvalues of A. We use
the notation < ·, · > for the inner product in Rn and fx for
the partial derivative of a function f with respect to x.

A. Game-Based Control Systems

Consider the following hierarchical control systems with
one regulator and L agents:

ẋ(t) = f(t, x(t), x1(t), . . . , xL(t), u1(t), . . . , uL(t), u(t)),

ḋxi(t) = fi(t, x(t), x1(t), . . . , xL(t), u1(t), . . . , uL(t), u(t)),

x(0) = x0, xi(0) = xi,0, i = 1, 2, . . . , L, t ∈ [0, T ],
(1)

where x(t) ∈ Rn stands for the macro-state of the system,
xi(t) ∈ Rni the state of the agent i(i = 1, 2, . . . L), ui(t) ∈
Di ⊂ Rmi the strategy or control of the agent i, and u(t) ∈
D ⊂ Rm stands for the strategy or control of the macro-
regulator.

For convenience, we always use the shorthand xF (t) =
(x1(t)T , · · · , xL(t)T )T for all the micro-states of the agents,
and X(t) = (xT (t), x1(t)T , · · · , xL(t)T )T for the extended
states including the macro-states of the regulator.

For each agent, there is a corresponding payoff function
which represents its own interests. Let the payoff function of
agent i be denoted by Ji(ui(·), u−i(·)), where ui(·) is the
strategy of agent i and u−i(·) represents the strategy profile
of all agents except for agent i. We assume that any agent i
wants to minimize Ji(ui(·), u−i(·)) by selecting ui(·) from its
admissible set, given u−i(·).

Fig. 1. Structure of the GBCS.

The commonly used payoff function for finite time period
T is

Ji(u1(·), u2(·), . . . , uL(·)) =

Ki(x
F (T )) +

∫ T

0

Li(X(·), u1(·), u2(·), . . . , uL(·)) dt,
(2)

where Ki(·) and Li(· · · ) (i = 1, · · · , L) are continuous
functions of their variables. For each agent, the states of other
agents and the macro-state may affect the running cost of its
payoff, but the rational agent may not care about the finial
macro-state value x(T ). This is reflected by the fact that the
running cost function Li is a function of X , but the terminal
cost function Ki is only a function of xF .

It is well known that information structures play a crucial
role in differential games [20]. In our GBCS, the regulator will
first make and announce his macro-decision, then each agent
has the access to the information of the regulator’s input but
does not know other agents’ inputs when making his own
decision. Therefore, given the decision of the regulator, the
agents in GBCS will form a non-cooperative differential game
at the lower level. The Figure 1 illustrates the structure of
the GBCS. The higher level block represents the dynamics
of the macro-state. Each sub-block in the lower level block
represents the dynamics of the micro-state of an agent. An
arrow represents the influence of the state and input from one
block to another.

In this paper, we always assume that the informa-
tion {f, fi, Ji, i = 1, 2, . . . , L} and the initial state
{x(0), xi(0), i = 1, 2, . . . , L} of the system are common
knowledge [21, Chapter 14]. For simplicity, we only consider
the open-loop strategies of agents, so the Nash equilibrium
formed by the agents is also called open-loop Nash equilibrium
[22, Definition 5.6, Theorem 6.11].

If the Nash equilibrium of the non-cooperative dynamical
game (1) exists and is unique for some given input u(t) ∈ U
and x(0) = x0, then, under some mild conditions, there is
a unique state evolution process X∗(t)(t ∈ [0, T ]) of the
system, satisfying the following ordinary differential equation:

ẋ∗(t) = f(t,X∗(t), u∗1(t), · · · , u∗L(t), u(t)),

ẋi(t) = fi(t,X
∗(t), u∗1(t), · · · , u∗L(t), u(t)),

x∗(0) = x0, xi(0) = xi,0, i = 1, 2, · · · , L,
(3)

where (u∗1, u
∗
2, . . . , u

∗
L) is the Nash equilibrium corresponding

to the regulator’s strategy u(t)(t ∈ [0, T ]). Hence, the system
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state dynamics is essentially determined by the regulator and
thus can be regarded as a control system where the regulator
can change the macro-state by regulating the Nash equilibrium
form at the lower level.

The above problem formulation can be directly extended to
more general settings with hybrid dynamics and multi-layers.

B. Controllability Problem

As a control system, there are many interesting problems
to be investigated. Here we are only interested in whether or
not the macro-state can be driven from any initial state to any
desired state by the influence of the regulator, which can be
captured by the concept of controllability.

Definition 1. The system (1) is called controllable, if for
any given initial states x(0) = x0 ∈ Rn, xi(0) = xi,0 ∈
Rni , i = 1, 2, . . . , L and any terminal macro state x(T ) =
xT ∈ Rn, there is a strategy u(t)(t ∈ [0, T ]) of the regulator,
under which the Nash equilibrium exists and is unique, and
the solution x∗(t) of the (3) satisfies x∗(T ) = xT .

We remark that the initial states include both the macro state
x(0) and the agents’ states x1(0), · · · , xL(0), but in the final
states we are only interested in the macro state x(T ) in our
controllability definition.

C. Examples of GBCS

We will give an example where the GBCS framework
maybe applied, other more complicated examples such as
smart grid will not be discussed here.

Example 1. Consider the problem of optimal economic sta-
bilization policies under decentralized control and conflicting
objectives, which has been studied in the literature [23]-[25].
In many countries, macroeconomic policy is made and im-
plemented by different authorities, where different authorities
may control different sets of policy instruments with different
objectives [23].

The linear-quadratic difference games have been used to
model this kind of systems around a certain nominal state [23].
The continuous-time analogy of the discrete-time econometric
dynamical model in state-variable in [23] is

ẋ(t) = Ax(t) +
k∑
i=1

Biui(t) + Cz(t), (4)

where ui(i = 1, · · · , k) are control variables, each of which
can be manipulated by an authority which chooses its strategy
ui to minimize its own cost function

Ji =

∫ T

0

(
xT (t)Qix(t) + uTi (t)Riui(t)

)
dt. (5)

where z(t) can be taken as a higher level regulator input, such
as law and policy, which can not be changed by the lower level
authorities. In different economic situations, the higher level
regulator may need to regulate the equilibrium state x(T ) of
the macro-system by regulating the input z(t). This is another
typical problem on the controllability of GBCS, which can be
solved by using Theorem 2 in Section III directly, and the
details will not be repeated in this paper.

III. MAIN RESULTS

In this part, we will focus on linear dynamic systems to give
some explicit necessary and sufficient algebraic conditions on
the controllability of Nash equilibrium.

A. General Linear-Quadratic Systems

Consider the following general non-cooperative linear-
quadric differential game with one regulator and L agents:

ẋ(t) =A(t)x(t) +
L∑
i=1

Ai(t)xi(t) +

L∑
i=1

Di(t)ui(t)

+B(t)u(t),

ẋi(t) =Ei(t)x(t) +
L∑
j=1

Fij(t)xi(t) +
L∑
j=1

Bij(t)uj(t)

+Bi(t)u(t),

x(0) =x0, xi(0) = xi,0 (i = 1, 2, . . . , L).
(6)

The payoff function to be minimized by ui(·) of any agent
i(i = 1, 2, . . . , L) is

Ji(u1(·), u2(·), . . . , uL(·)) =
1

2
xF (T )TQiTx

F (T )

+
1

2

∫ T

0

[XT (t)Qi(t)X(t) + uTi (t)Ri(t)ui(t)] dt,
(7)

where for any t ∈ [0, T ], Ri(t) > 0, Qi(t) and QiT are
symmetric, all entries of the matrices A(t), B(t), Ai(t), Bi(t),
Ci(t), Ei(t), Fi(t), Qi(t), Ri(t), i = 1, 2, · · · , L are piecewise
smooth functions of time, and the dimensions of vectors x, xi,
u, ui are n, ni, m, mi, respectively.

We introduce the following notations:

A(t) =
Ã(t) B̃1(t)R−11 (t)B̃T1 (t) . . . B̃L(t)R−1L (t)B̃TL (t)

Q1(t) −ÃT (t) . . . 0N×N
...

...
. . .

...
QL(t) 0N×N . . . −ÃT (t)

 ,

B(t) =

[
B̃(t)

0NL×m

]
, N = n+

L∑
i=1

ni,

(8)

where

Ã(t) =


A(t) A1(t) . . . AL(t)
E1(t) F11(t) . . . F1L(t)

...
...

. . .
...

EL(t) FL1(t) . . . FLL(t)(t)

 ,

B̃(t) =


B(t)
B1(t)

...
BL(t)

 , B̃i(t) =


Di(t)
B1i(t)

...
BLi(t)

 ,
Q̃iT =

[
0n×n 0n×(N−n)

0(N−n)×n QiT

]
.

(9)
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Assumption 1.1. When the control of regulator is 0, i.e.
u(t) = 0(t ∈ [0, T ]), for any initial state x0, xi,0(i =
1, 2, . . . , L), the L-person linear-quadratic differential game
of (6)-(7) admits an open-loop Nash equilibrium.

Assumption 1.2. The following Riccati differential equa-
tions have a set of symmetric solutions Kj on [0, T ] for
j = 1, 2, · · · , L:{

K̇j(t) = −ÃTKj −KjÃ−Qj +KjS̃jKj ,

Kj(T ) = Q̃jT ,
(10)

where S̃j = B̃jR
−1
j B̃Tj .

Remark 1.1. It has been shown in [26, Page 269, Note 2]
that if Assumption 1.1 holds, then the L Riccati equations
above have a set of symmetric solutions Kj on (0, T ], but
may not be on [0, T ].

Remark 1.2. If the matrixes Qi(t), QiT , (i = 1, 2, · · · , L)
are positive semi-definite, then Assumption 1.2 holds automat-
ically [27, Chapter 6.1.4].

We now introduce the transition matrix Φ(t) defined by
dΦ(t)

dt
= −Φ(t)A(t),

Φ(0) = I(L+1)N ,
(11)

together with controllability Gramian matrix W defined by

W (T ) =

∫ T

0

Φ(t)B(t)B
T

(t)ΦT (t) dt. (12)

Theorem 1. Suppose that Assumptions 2.1 and 2.2 hold.
Then, the GBCS (6)-(7) is controllable if and only if the
following matrix is of full rank[[

0N×(LN)

INL

]
,Φ(T )QT

[
0n×(N−n)
IN−n

]
,W (T )

]
, (13)

where

QT =


IN
−Q̃1T

...
−Q̃LT

 ∈ R(L+1)N×N . (14)

In the special case studied in [28] where there is no micro-
states (i.e., ni = 0 in (6)) and no finial costs (i.e., QiT =
0), the controllability criterion in the above theorem can be
considerably simplified.

Corollary 1.1 [28]. Under Assumptions 2.1 and 2.2 with
ni = 0 and QiT = 0 for i = 1, · · · , L, the GBCS (6)-(7)
is controllable if and only if the following matrix is of full rank[[

0N×(LN)

INL

]
,W (T )

]
. (15)

Proof: If ni = 0, i = 1, · · · , L, then N = n and there is no
the matrix

Φ(T )QT

[
0n×(N−n)
IN−n

]
.

Hence, the full rank condition of matrix (13) is equivalent to
the full rank of matrix (15).

Remark 1.3. Under the assumptions of Corollary 2.1, if the
matrixes Ai = 0, Di = 0, i = 1, · · · , L, then the above

rank condition degenerates to the classical criterion for the
controllability of linear control systems.

B. Time-Invariant Linear-Quadratic System

When the system (6)-(7) is time-invariant, i.e.,
A(t), B(t), Ai(t), Bi(t), Ci(t), Ei(t), Fi(t), Qi(t), Fi(t)(i =
1, 2, . . . , L) are independent of time t, we can denote
them by A,B,Ai, Bi, Ci, Ei, Fi, Qi, Ri(i = 1, 2, . . . , L),
respectively, and can get much simpler and explicit criterion
for controllability.

Theorem 2. Let the GBCS (6)-(7) be time invariant
and Assumptions 2.1 and 2.2 hold. Then, the system is
controllable if and only if the following rank condition holds:

rank(QC) = N, (16)

where
QC =

[
QC1, QC2

]
,

QC1 =
[
B̃, ÃB̃, Ã2B̃ + P1, · · · , Ã(L+1)N−1B̃ + P(L+1)N−2

]
,

Pk =
[
IN 0

]
A
k+1

B − Ãk+1B̃,

QC2 =
[
IN 0

]
e−ATQT

[
0n×(N−n)
IN−n

]
,

in which A and B are the corresponding time-invariant matri-
ces of (8).

Corollary 2.1. Let us assume that the linear GBCS (6)-(7)
is time invariant with ni = 0, i = 1, · · · , L. Then, under
Assumptions 2.1 and 2.2, the GBCS is controllable if and
only if

rank(QC1) = n.

In this case the following result holds:

for any s ∈ Λ(A)⇒
rank(

[
A− sIn, B1R

−1
1 BT1 , · · · , BLR−1L BTL , B

]
) = n.

(17)

IV. PROOFS OF THE THEOREMS

In this section, we will present the main proofs of theorems
with some auxiliary material given in the Appendices.

A. Proof of Theorem 1

To start with, let us temporarily assume that for any u(t)(t ∈
[0, T ]) and any initial states x0, xi,0(i = 1, 2, . . . , L), the
open-loop Nash equilibrium (u∗1(·), u∗2(·), · · · , u∗L(·)) exists
and is unique. Then, according to the maximum principle, we
get the following equations defining the dynamics of the Nash
equilibrium reached by the agents inputs’ u∗i , i = 1, · · · , L:

u∗i (t) = R−1i (t)B̃Ti (t)φi(t),

Ẋ(t) = Ã(t)X(t) +
L∑
i=1

B̃i(t)u
∗
i (t) + B̃(t)u(t),

φ̇i(t) = Qi(t)X(t)− ÃT (t)φi(t),

X(0) = X0, φi(T ) = −Q̃iTX(T ), i = 1, 2, · · · , L

(18)

where X(t) = (xT (t), xT1 (t), · · · , xTL(t))T .
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To get a compact form, we introduce the following nota-
tions:

S̃(t) = [S̃1(t), · · · , S̃L(t)]

= [B̃1(t)R−11 (t)B̃T1 (t), · · · , B̃L(t)R−1L (t)B̃TL (t)],

P̃ (t) =− ÃT (t)⊗ IL,
Q̃(t) = [QT1 (t), · · · , QTL(t)]T ,

Q̃T = [−Q̃T1T , · · · ,−Q̃TLT ]T ,

φ(t) = [φT1 (t), · · · , φTL(t)]T .
(19)

Then, (18) can be rewritten as follows:
Ẋ(t) = Ã(t)X(t) + S̃(t)φ(t) + B̃(t)u(t),

φ̇(t) = Q̃(t)X(t) + P̃ (t)φ(t),

X(0) =X0, φ(T ) = Q̃TX(T ),

(20)

which is a coupled forward-backward differential equation
(FBDE). FBDE (20) is called partially controllable, if for
any given initial state X0 and any terminal state xT ∈ Rn,
there is an admissible input u(t) of regulator, under which the
trajectory of the equation exists and is unique and satisfies
x(T ) = xT .

To prove Theorem 1, we first give some lemmas.
Lemma 1. Consider the forward-backward differential equa-

tion 
Ẋ(t) = A(t)X(t) +B(t)Y (t) + c(t),

Ẏ (t) = C(t)X(t) +D(t)Y (t) + d(t),

X(0) = X0, Y (T ) = QTXT , 0 6 t 6 T,

(21)

where X(t) ∈ Rn, Y (t) ∈ Rm, then equation (21) has a
unique solution for any X0 if and only if the following matrix
is non-singular: [

In, 0
]

Φ−1(T, 0)

[
In
QT

]
, (22)

where Φ(t, s) is the transition matrix, i.e.,
∂Φ(t, s)

∂t
= E(t)Φ(t, s)

Φ(s, s) = I(n+m)

, E(t) =

[
A(t) B(t)
C(t) D(t)

]
. (23)

The proof of this lemma can be carried out by using similar
methods as in [26, Page 267], and details will be omitted due
to space limitations.

Lemma 2. If Assumption 1.2 holds, then for any given
input u(t)(t ∈ [0, T ]) of the regulator and any initial states
x0, xi,0(i = 1, 2, . . . , L), the non-cooperative differential
game of (6)-(7) admits an open-loop Nash equilibrium if and
only if the forward-backward differential equation (20) has a
solution. Moreover, if both Assumptions 1.1 and 1.2 hold, then
the solution is unique.

Proof: We only give the sketch of the proof. Denote the
solution of (10) by Ki(t), i = 1, · · · , L (Assumption 1.2).

If the game admits an open-loop Nash equilibrium
(u∗1, · · · , u∗L), then the equation (20) has a solution by the
maximum principle. Conversely, if Assumption 1.2 holds and
the equation (20) has a solution (x(t), φ1(t), · · · , φL(t)), then

we can verify that the following strategy profile is an open-
loop Nash equilibrium

ui(t) = −R−1i BTi (t)φi(t), i = 1, · · · , L.

Hence, the first part of the lemma is proved. Moreover,
Assumption 1.1 means that the equation (20) has a solution
for any x0 when u(t) = 0. Hence, according to Lemma 1,
the solution of the equation (20) is unique, and the proof is
complete.

Define a linear space

W = {
∫ T

0

Φ(T, t)B(t)u(t) dt |

u(t)(t ∈ [0, T ]) is an admissible control}
(24)

and the matrix

W (T, 0) =

∫ T

0

Φ(T, s)B(s)B
T

(s)ΦT (T, s) ds, (25)

where Φ(t, s) is defined by
∂Φ(t, s)

∂t
= A(t)Φ(t, s)

Φ(s, s) = I(L+1)N .
(26)

Lemma 3. Im(W (T, 0)) = W .
Similar methods as in [29, Page 17] can be used to prove

this lemma, and details are omitted.
The next lemma is close to Theorem 1.
Lemma 4. The GBCS (6)-(7) is controllable, if and only if

the following matrix is of full rank[
Φ(T, 0)

[
0
INL

]
, W (T, 0), QT

[
0

IN−n

]]
, (27)

where QT is defined in (14), which is

QT =

[
IN
Q̃T

]
∈ R(L+1)N×N .

Proof: By Lemmas 1 and 2, we know that the controllability
of Nash equilibrium of GBCS (6)-(7) is equivalent to the
partial controllability of FBDE (20), so we only need to prove
that (20) is partially controllable if and only if the matrix (27)
in Lemma 4 is of full rank.

The sufficiency and necessity will be proved separately.
(1) Sufficiency.
Assume the matrix (27) of dimension (L+ 1)N × ((2L+

2)N −n) in Lemma 4 is of full rank, then it has at lease one
right inverse matrix, denoted by M−1. Let

M1 = Φ(T, 0)

[
0
INL

]
,M2 = W (T, 0),M3 = QT

[
0

IN−n

]
,

M = [M1,M2,M3],

and partition the right inverse matrix M−1 as

M−1 =

M1

M2

M3

 ,
so we have

MM−1 = I(L+1)N , or

M1M1 +M2M2 +M3M3 = I(L+1)N .
(28)
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For any given initial state X0 and terminal state xT ∈ Rn,
we construct the input of the regulator and the initial value of
φ as follows:

u(t) = B
T

(t)ΦT (T, t)M2(Φ(T, 0)

[
−X0

0

]
+

 xT
xF
QT v

),

φ0 = M1(Φ(T, 0)

[
−X0

0

]
+

 xT
xF
QT v

) ∈ RLN ,

(29)

where

QT
∧
= Q̃T

[
0n×(N−n)
IN−n

]
∈ RLN×(N−n),

xF ∈ RN−n is any arbitrarily selected vector and v ∈ RN−n
is a vector to be determined. Because Q̃T in (19) has the
following form:

Q̃T = [−Q̃T1T , · · · ,−Q̃TLT ]T , (30)

and the first n columns of matrixes Q̃iT , i = 1, · · · , L are
zeros from the definition of Q̃iT in (9), we have the following
relation:

Q̃T = [0LN×n, QT ]. (31)

What we are going to do next is to prove that the forward-
backward equations (20) are solvable and x(T ) = xT when
u(t) = u(t) and X(0) = X0.

By (20), the expression of u(t) in (29), and the definition
of W i, i = 1, 2, 3, we can get[

X(T )
φ(T )

]
= Φ(T, 0)

[
X0

φ0

]
+

∫ T

0

Φ(T, t)B(t)u(t) dt

= Φ(T, 0)

[
X0

0

]
+ Φ(T, 0)

[
0
INL

]
φ0 +

M2M2

(
Φ(T, 0)

[
−X0

0

]
+

 xT
xF
QT v

)
= Φ(T, 0)

[
X0

0

]
+

M1M1

(
Φ(T, 0)

[
−X0

0

]
+

 xT
xF
QT v

) +

M2M2

(
Φ(T, 0)

[
−X0

0

]
+

 xT
xF
QT v

)
= Φ(T, 0)

[
X0

0

]
+

(M1M1 +M2M2)
(

Φ(T, 0)

[
−X0

0

]
+

 xT
xF
QT v

)

= Φ(T, 0)

[
X0

0

]
+

(I(L+1)N −M3M3)
(

Φ(T, 0)

[
−X0

0

]
+

 xT
xF
QT v

)

= Φ(T, 0)

[
X0

0

]
+ Φ(T, 0)

[
− X0

0

]
+

 xT
xF
QT v

−
M3M3

(
Φ(T, 0)

[
−X0

0

]
+

 xT
xF
QT v

)

=

 xT
xF
QT v

−M3M3

(
Φ(T, 0)

[
−X0

0

]
+

 xT
xF
QT v

).
Now we calculate the terminal value φ(T ) and verify its

terminal constrain in (20).
DenoteyTyF

yφ

 = Φ(T, 0)

[
−X0

0

]
, w =

 yT + xT
yF + xF
yφ +QT v

 ,
where yT ∈ Rn, yF ∈ RN−n and yφ ∈ RLN . Because

M3M3 = QT

[
0

IN−n

]
M3 =

0n×(L+1)N

M3

QTM3


andx(T )

xF
φ(T )

 =

 xT
xF
QT v

−
 0

M3

QTM3

w =

 xT
xF −M3w

QT (v −M3w)

 ,
(32)

where (x(T )T , xTF )T = X(T )T , we have x(T ) = xT and can
get the following equation if we let v = xF :

φ(T ) = QTxF . (33)

Furthermore, we have

φ(T ) = QTxF =
[
0LN×n, QT

] [xT
xF

]
= Q̃TX(T ),

here the second equality follows from the relation (31)

Q̃T =
[
0LN×n, QT

]
,

so the terminal constrain φ(T ) = Q̃TX(T ) holds.
The above proof demonstrates that the forward-backward

equation (20) is partially controllable, so the GBCS (6)-(7) is
controllable. The proof of sufficiency is complete.

(2) Necessity.
If the system is controllable, then for any initial state X0,

there is an input u(t), under which the solution of equations
in (20) exists and x(T ) = 0, i.e., for any X0, there is φ0 ∈
RNL, u(t) such that

Φ(T, 0)

[
X0

φ0

]
+

∫ T

0

Φ(T, t)B(t)u(t) dt = QT

[
0n×1
xF

]
,
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where xF ∈ RN−n. By simple algebraic manipulations, we
know that for any X0 ∈ RN , there are φ0, u(t), xF , such that

Φ(T, 0)

[
X0

0

]
= Φ(T, 0)

[
0
φ0

]
+∫ T

0

Φ(T, t)B(t)u(t) dt+QT

[
0n×1
xF

]
.

This leads to

Im(Φ(T, 0)

[
IN
0

]
) ⊆

Im(

[
Φ(T, 0)

[
0
INL

]
,W , QT

[
0

IN−n

]]
),

where W is a basis matrix of subspace W . Because Φ(T, 0)
is invertible, we obtain

Im(Φ(T, 0)

[
IN
0

]
) ∩ Im(Φ(T, 0)

[
0
INL

]
) = {0},

Im(Φ(T, 0)

[
IN
0

]
) + Im(Φ(T, 0)

[
0
INL

]
) = R(L+1)N .

(34)

Thus, the matrix[
Φ(T, 0)

[
0
INL

]
, W , QT

[
0

IN−n

]]
is of full rank. By Lemma 2, we know that the following
matrix is also of full rank:[

Φ(T, 0)

[
0
INL

]
, W (T, 0), QT

[
0

IN−n

]]
,

and so the proof of necessity is complete.
Now, we give the proof of Theorem 1.
Because of Assumptions 1.1 and 1.2 and Lemma 2, we

know that for any input u(t)(t ∈ [0, T ]) of the regulator and
any initial states x0, xi,0(i = 1, 2, . . . , L), the open-loop Nash
equilibrium exists and is unique.

If we define the matrix Ψ(t) by
dΨ(t)

dt
= A(t)Ψ(t),

Ψ(0) = I(L+1)N ,
(35)

then
Ψ−1(t) = Φ(t),

Φ(t, s) = Ψ(t)Ψ−1(s),
(36)

where Φ(t) and Φ(t, s) are defined in (11) and (26), respec-
tively. Thus we have

W (T, 0) = Ψ(T )

∫ T

0

Ψ−1(t)B(t)B
T

(t)Ψ−T (t) dtΨT (T )

= Ψ(T )

∫ T

0

Φ(t)B(t)B
T

(t)ΦT (t) dtΨT (T )

= Ψ(T )W (T )ΨT (T ),
(37)

and moreover,

Im(

[
Φ(T, 0)

[
0
INL

]
, W (T, 0), QT

[
0

IN−n

]]
)

= Im(

[
Ψ(T )

[
0
INL

]
, Ψ(T )W (T )ΨT (T ), QT

[
0

IN−n

]]
)

= Im(Ψ(T )[[
0
INL

]
, W (T )ΨT (T ),Ψ−1(T )QT

[
0

IN−n

]]
)

= Im(Ψ(T )

[[
0
INL

]
, W (T ), Φ(T )QT

[
0

IN−n

]]
)

= Im(Ψ(T )

[[
0
INL

]
, Φ(T )QT

[
0

IN−n

]
, W (T )

]
),

(38)
where the third equality follows from the fact that Ψ(T ) is
nonsingular. By Lemma 4, we know that Theorem 1 holds,
and so the proof is complete.

B. Proofs of Theorem 2 and Corollary 2.1

We need the following result on linear time-invariant control
systems, which can be found in [30, Corollary 3.2].

Lemma 5. The linear space W defined in (24) is an invariant
subspace of A and the following holds:

Im(
[
B, AB, A

2
B, · · · , A(L+1)N−1

B

]
) = W. (39)

Now, we prove Theorem 2 as follows.
In the time-invariant case, the matrix Φ(T, 0) = eAT and

Φ−1(T, 0) = e−AT . There is a finite representation of the
matrix exponential function as follows [29, Proposition 1.2.1]:

eAT =

(L+1)N−1∑
k=0

akA
k
, (40)

where ak, k = 1, 2, · · · , (L+ 1)N − 1 are some real numbers
which depend on AT . This implies that the linear space W is
an invariant subspace of Φ(T, 0). Because of the invertibility
of Φ(T, 0), we get Φ(T, 0)W = W . Denote

W =
[
B, AB, A

2
B, · · · , A(L+1)N−1

B

]
,

then we have

Im(

[
Φ(T, 0)

[
0
INL

]
, W (T, 0), QT

[
0

IN−n

]]
)

= Im(

[
Φ(T, 0)

[
0
INL

]
, W , QT

[
0

IN−n

]]
)

= Im(

[
Φ(T, 0)

[
0
INL

]
, Φ(T, 0)W, QT

[
0

IN−n

]]
)

= Im(Φ(T, 0)

[[
0
INL

]
, W , Φ−1(T, 0)QT

[
0

IN−n

]]
)

= Im(Φ(T, 0)

[[
0
INL

]
, W , e−ATQT

[
0

IN−n

]]
).

By Lemma 4, the system is controllable if and only if the
matrix

Φ(T, 0)

[[
0
INL

]
, W , e−ATQT

[
0

IN−n

]]
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is of full rank, which is equivalent to the full rank property of[
IN , 0

] [
W, e−ATQT

[
0

IN−n

]]
,

i.e., the matrix
QC =

[
QC1, QC2

]
is of full rank. The proof is complete.

The proof of Corollary 2.1 can be found in [28].

V. CONCLUSIONS

In this paper, we have investigated the controllability of
Nash equilibrium of a class of game-based control systems,
called GBCSs. The motivation for studying GBCS comes from
rich situations in the real world, where the macro-states of
the global system are determined by the Nash equilibrium
formed at lower level via non-cooperative differential games.
Thus the GBCS is beyond the framework of both the classical
control theory and the game theory. In this paper, we have
first described a general framework for the controllability
of GBCS, and then presented some necessary and sufficient
conditions for the controllability of linear-quadratic GBCS.
Compared with the controllability of classical control systems,
the key difficulty in this work lies in the fact that we have to
analyze the controllability of the associated forward-backward
differential equations, which has rarely been explored in the
literature. For future investigation, it would be interesting to
generalize the results of the paper to more complicated situa-
tions, including multi-layer games, robust and adaptive control
problems, and dynamic systems with various constraints and
different objectives, etc.
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[13] A. Öner, T. Basar and G. Ö. Günel, Mean Field Differential Games in
Intelligent Transportation Systems , Models and Technologies for In-
telligent Transportation Systems (MT-ITS), 2017 5th IEEE International
Conference on, pp. 51-56. Jun. 2017.

[14] R. C. Lewontin, Evolution and the theory of games, Jour Theoretical
Biol, vol. 1, no. 3, pp. 382-403, 1961.

[15] W. U. Zhang, Z. H. Rong and W. X. Wang, Games on complex networks,
Advances in Mechanics, vol. 38, no. 6 2008.

[16] Yan. Li, Y. F. Mu, S. Yuan and Lei. Guo, The Game Theoretical
Approach for Multi-phase Complex Systems in Chemical Engineering,
J Syst Sci Complex, 30: 4-19, 2017.

[17] R. E. Lucas, Methods and Problems in Business Cycle Theory, Journal
of Money Credit & Banking, vol. 12, no. 4, pp. 696-715, Nov. 1980.

[18] Y. F. Mu and L. Guo, Towards a New Paradigm of Control Theory, Proc.
Chinese Automation Congress, pp. 26-49, Nov. 1-3, 2009, HangZhou,
China.

[19] Y. F. Mu and L. Guo, Optimization and Identification in a Non-
equilibrium Dynamic Game, Proc. 48th IEEE Conference on Decision
and Control, pp. 5750-5755, Dec. 16-18, 2009, ShangHai, China.

[20] Y. C. Ho, P. B. Luh and R. Muralidharan, Information Structure,
Stackelberg Games, and Incentive Controllability, IEEE Transactions
on Automatic Control, vol. 26, no. 2, pp. 454-460. Apr. 1981.

[21] D. Fudenberg and J. Tirole, GameTheory, Princeton University Press,
2012.

[22] T. Basar and G. J. Olsder, Dynamic Noncooperative Game Theory,
2rd ed. SIAM, 1999.

[23] R. S. Pindyck, Optimal Economic Stabilization Policies Under Decen-
tralized Control and Conflicting Objectives, IEEE Transactions on
Automatic Control, vol. 22, no. 4, pp. 517-530. Aug. 1977.

[24] J. G. Park and K. Y Lee, An Inverse Optimal Control Problem and
Its Application to the Choice of Performance Index for Economic
Stabilization Policy, IEEE Transactions on Systems, Man, and
Cybernetics, vol. 5, no. 1, pp. 64-76. Aug. 1975.

[25] J. G. Park and K. Y Lee, An Application of Decentralized Control Theory
to An Economic Policy Model, Wseas Transactions on Business AND
Economics, vol. 10, no. 3, pp. 201-208. 2013.

[26] J. Engwerda, LQ Dynamic Optimization and Differential Games, John
Wiley & Sons, Ltd, 2005.

[27] D. Liberzon, Calculus of Variations and Optimal Control Theory, The
MIT Press, 1991.

[28] R. R. Zhang and L. Guo, Controllability of Non-cooperative Dynamical
Games, Proc. 34th Chinese Control Conference, pp. 353-358, Jul. 28-
30, 2015, HangZhou, China.

[29] L. Guo, D. Z. Cheng and X. D. Feng Introduction to Control Theory:
From Basic Concepts to Research Frontiers, Beijing: Science Press,
2005.

[30] H. L. Trentelman, A. A. Stoorvogel and M. Hautus, Control Theory for
Linear Systems, New York: Springer-Verlag, 2012.


